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ABSTRACT

The chance of developing “Alzheimer’s Disease (AD)” increases every 5 years after 65 years of age, making it 
a particularly common form of neurodegenerative disorder among the older population. The use of “Magnetic 
Resonance Imaging (MRI)” to diagnose AD has grown in popularity in recent years. A further benefit of MRI 
is that it provides excellent contrast and exquisite structural detail. As a result, some studies have used 
biological markers backed by “structural MRI (sMRI)” to separate AD populations, which indicate differences in 
brain tissue size and degradation of the nervous system. The lack of properly segmented regions and essential 
features by the existing models might affect classification accuracy for AD. The categorization of AD in this 
study is based on sMRI. In this research, the hybrid Deep-Learning Models “SegNet and ResNet (SegResNet)” 
have been proposed for segmentation, feature extraction, and to classify the AD. SegNet network is used to 
identify and segment specific brain areas. Edges and circles are the SegNet’s first levels, whereas the deeper 
layers acquire more nuanced and useful features. SegNet’s last deconvolution layer produces a wide range of 
segmented images linked to the 3 categorization labels “Cognitive Normal (CN)”, “Mild Cognitive Impairment 
(MCI)”, and “AD” which the machine has earlier found out. To increase classification performance, the 
attributes of each segmented sMRI image serve as strong features of the labels. To enhance the feature 
information used for classification, a feature vector is built by combining the values of the pixel intensity of 
the segmented sMRI images. ResNet-101 classifiers are then used for characterizing vectors to identify the 
presence or absence of AD or MCI in each sMRI image. In terms of detection and classification accuracy, the 
proposed SegResNet Model is superior to the existing KNN, EFKNN, AANFIS, and ACS approaches.
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RESUMEN

La probabilidad de desarrollar la “enfermedad de Alzheimer (EA)” aumenta cada 5 años a partir de los 65, lo 
que la convierte en una forma especialmente frecuente de trastorno neurodegenerativo entre la población 
de edad avanzada. En los últimos años se ha popularizado el uso de la resonancia magnética (RM) para 
diagnosticar la EA. Otra ventaja de la RM es que proporciona un contraste excelente y un detalle estructural 
exquisito. Como resultado, algunos estudios han utilizado marcadores biológicos respaldados por la “RM 
estructural (sMRI)” para separar poblaciones de EA, que indican diferencias en el tamaño del tejido cerebral 
y la degradación del sistema nervioso. La falta de regiones correctamente segmentadas y de características 
esenciales por parte de los modelos existentes podría afectar a la precisión de la clasificación de la EA. La

© 2024; Los autores. Este es un artículo en acceso abierto, distribuido bajo los términos de una licencia Creative Commons (https://
creativecommons.org/licenses/by/4.0) que permite el uso, distribución y reproducción en cualquier medio siempre que la obra original 
sea correctamente citada 

1Department of Computer Science. Sathyabhama Institute of Science and Technology. Chennai, India.
2Department of Information Technology. Sathyabhama Institute of Science and Technology. Chennai, India.

Citar como: Mathews E, Jabez J. Classifying alzheimer’s disease from sMRI data using a hybrid deep learning approach. Salud, Ciencia y 
Tecnología - Serie de Conferencias 2024; 3:651. https://doi.org/10.56294/sctconf2024651 

Submitted: 08-11-2023          Revised: 25-01-2024          Accepted: 22-03-2024          Published: 23-03-2024

Editor: Dr. William Castillo-González 

Category: Health Sciences and Medicine 

https://crossmark.crossref.org/dialog/?doi=10.56294/sctconf2024651
https://doi.org/10.56294/sctconf2024651
mailto:jabezme@gmail.com?subject=
https://creativecommons.org/licenses/by/4.0
https://creativecommons.org/licenses/by/4.0
https://doi.org/10.56294/sctconf2024651
https://orcid.org/0000-0003-3007-920X


https://doi.org/10.56294/sctconf2024651

categorización de la EA en este estudio se basa en sMRI. En esta investigación, se han propuesto los modelos 
híbridos de aprendizaje profundo “SegNet y ResNet (SegResNet)” para la segmentación, la extracción 
de características y la clasificación de la EA. La red SegNet se utiliza para identificar y segmentar áreas 
cerebrales específicas. Los bordes y los círculos son los primeros niveles de SegNet, mientras que las capas 
más profundas adquieren características más matizadas y útiles. La última capa de deconvolución de SegNet 
produce una amplia gama de imágenes segmentadas vinculadas a las 3 etiquetas de categorización “Cognitive 
Normal (CN)”, “Mild Cognitive Impairment (MCI)” y “AD” que la máquina ha averiguado previamente. Para 
aumentar el rendimiento de la clasificación, los atributos de cada imagen sMRI segmentada sirven como 
características fuertes de las etiquetas. Para mejorar la información de características utilizada para la 
clasificación, se construye un vector de características combinando los valores de la intensidad de los píxeles 
de las imágenes sMRI segmentadas. A continuación, se utilizan clasificadores ResNet-101 para vectores de 
características con el fin de identificar la presencia o ausencia de EA o DCL en cada imagen sMRI. En términos 
de precisión de detección y clasificación, el modelo SegResNet propuesto es superior a los enfoques KNN, 
EFKNN, AANFIS y ACS existentes.

Palabras clave: Enfermedad de Alzheimer; sMRI; Deep Learning; SegNet; ResNet.

INTRODUCTION
After the age of 65, the number of persons afflicted by ADs is expected to increase every five years, according 

to the Alzheimer's Association. According to recent research, AD will impact one in every 85 individuals by the 
year 2050. The half-life recovery period for AD varies from three to ten years, depending on the patient's age 
at the time of diagnosis.(1) 

AD patients who were diagnosed in their late 60s or early 70s had a median life span of between seven and 
ten years. Diagnosed AD patients' life expectancy is expected to fall by three years when they are in their 90s. 
Recently, thorough recommendations for diagnosing AD patients with MCI have been proposed, which might 
have a significant impact on early treatment and delay the onset of the disease.(2) 

AD individuals with MCI are expected to have cognitive deterioration (memory lapses) without having a 
substantial effect on their daily lives. Two types of medical variations are common in people with MCI. There 
are two types of MCI patients: those that go from MCI to AD are referred to as MCI converters (mAD), and those 
who don't go from MCI to AD are referred to as stable MCI (aAD).(3) 

In three years, 35 to 100 MCI patients may become dementia or AD patients, with an annual conversion rate 
of 5 to 10 percent. Individuals with mild amnesia and those with severe amnesia are both discriminated against. 
The more severe type of amnesia requires a lower normalized value on memory test results than the milder 
form, which requires a lower normalized value on amnesic test findings.(4) 

There will be modest verbal memory impairment in those who have aAD in comparison to those with mAD, 
which is seen as an early commencement of the impairment, which is ideal for adjusting any treatment for the 
condition. Variations in biomarker abnormalities, clinical history, and health responses may all affect the two 
MCI subtypes. For people with MCI, there is no standard treatment method due to the wide range of medical 
examinations and underlying causes.(5) 

As a result, the clinical history of MCI patients varies far from usual. However, several variables may lead to 
MCI, but not all of them can lead to the accompanying degeneration of the brain. To make a correct diagnosis, 
it is vital to recognize MCI patients with AD as the underlying cause and recognize them as such for the sake 
of making a diagnosis. The diagnostics must be completed as quickly as possible in the case of neurological 
degeneration. The classification of mAD and aAD may be used to solve this problem of qualitative diagnosis.(6)

"Alzheimer's Disease Assessment Scale Cognitive Subscale (AASCSC)", and the "Mini-Mental State Examination 
(MMSE)" show a widening disparity between estimates and current clinical results (ADAS-Cog). Predicting future 
clinical outcomes based on past data is essential to halting the advancement of the disease.(7,8,9,10,11,12,13) 

AD individuals' cortical thickening patterns are complex, making it challenging to classify the condition. 
Maximize the number of samples used for training to cover all complicated patterns or choose relevant qualities 
that take into account variances between the two populations to overcome this issue. Neuronal-related 
problems may now be studied more thoroughly because of recent advances in brain scanning. This allows for 
more accurate and prompt treatment of AD.(8,14,15,16,17,18,19)

Problem Statement: The use of MRI to diagnose AD has grown in popularity in recent years. A further benefit 
of MRI is that it provides excellent contrast and exquisite structural detail. As a result, some studies have used 
biological markers backed by sMRI to separate AD populations, which indicate differences in brain tissue size 
and degradation of the nervous system. However the existing methods lack in classifying the MCI stages due to 
a lack of combining the feature extraction and classifications, also some methods fail in segmenting the proper 
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region in the sMRI image.
Paper Contribution: The voxel properties of the area, length, and thickness are used in the studies. To be 

more specific, the whole dataset is randomly shuffled before being used for segmentation. In this research, the 
hybrid Deep-Learning Models SegResNet were proposed for segmentation, feature extraction, and to classify 
the AD. The sMRI training set has been used to generate segmented feature images using SegNet. Classifiers are 
trained using the SegNet segmented image's feature. The ResNet-101 classifier was trained without the usage of 
feature extraction techniques. According to SegNet + ResNet-101's performance on both controls and patients, 
the most important classification labels were CN, MCI, and AD. SegNet was first used to extract features from 
the ADNI dataset, and then ResNet-101 was used to classify three labels.

Paper Organization: Section 2 provides the recently published research on classifying AD, Section 3 will 
go through the methods and approaches that have been employed in both existing and proposed models, and 
Section 4 will cover the findings that it obtained by evaluating the three groups of modeling methods, and 
Section 5 will conclude up by looking ahead to potential future uses.

Related works
The researchers of (9) created a framework that combines "3D-Densely Connected Convolutional Networks (3D 

DenseNet)" and "Multi-task CNN" for learning features obtained from the segmented portion of the hippocampus. 
They were 88,9 % accurate in identifying AD and 76,2 % accurate in identifying MCI.

Comparable "3D-CNNs" were developed by the researchers of (10) using the "ResNet" framework and evaluated 
on several multi-class and binary operations. With the "Alzheimer's Disease Neuroimaging Initiative (ADNI)" 
dataset, they generated a cross-validation set for training and a limited set for testing. While these findings are 
encouraging, they are clouded by the fact that not any comparisons have been carried out to other conventional 
assessment frameworks, suggesting the model may be over-fit to the samples used for training. They were 89,1 
% accurate in identifying AD and 79 % accurate in identifying MCI.

Dataset from the ADNI has been utilized to demonstrate by some researches which emphasizes on 3D-CNN 
application.(20,21,22,23,24,25,26,27) For obtaining features from MRIs and locating biomarkers for various AD sub-types, 
the "3D-CNN" was used. They were able to correctly identify AD in 90,9 % of cases and MCI in 80,3 % of cases.

After recognizing the shortcomings of traditional convolution, the researchers in (12) presented a new 
method called "Depth-wise Separable Convolution" to replace it. The cost of computing and variables had 
been drastically lowered since methods of "Transfer Learning" like "AlexNet" and "GoogLeNet" were utilized 
to train their concept. They were able to correctly identify AD in 91,5 % of cases and MCI in 81,5 % of cases.
(28,29,30,31,32,33,34,35,36,37)

In some studies(13,38,39,40,41), the researchers suggest a "Deep Learning" inspired algorithm for "AD vs CN" 
categorization, wherein the deep characteristics of the "Left Hippocampal (LHM)" and "Right Hippocampal 
(RHM)" distinct volumes are extracted using a CNN-based volume estimating model. They were able to correctly 
identify AD in 92,4 % of cases and MCI in 82,6 % of cases.

METHODS
"Gray", "White", "Hippocampal Region Of Interest (ROI)", "Cerebrospinal Fluid", and "Cortical Thickness" are 

being investigated for segmentation as a foundation for feature extraction and measurement of the "Gyrification 
Index (GI)". A patient's whole brain is not taken into account when doing a clinical AD diagnosis that relies on 
feature extraction. Due to the lack of diagnostic support for several features, they might affect detection 
accuracy for AD. When using sMRI scans, the SegNet network is customized and trained individually to identify 
specific brain areas. Edges and circles are trained in the SegNet's first levels, whereas the deeper layers acquire 
more nuanced and useful properties. Seg-final Net's deconvolution layer generates a wide range of segmented 
images linked to the 3 categorization labels "CN", "MCI", and "AD" that were previously learned by machines. To 
increase classification performance, the attributes of each segmented sMRI image serve as strong features of 
the labels. A feature vector is constructed by merging the pixel intensity values of segmented to improve the 
feature data for classification. ResNet-101 classifiers eventually use the feature vector to identify the presence 
or absence of AD or MCI in each sMRI image. ResNet's outstanding performance in attribute-based categorization 
justifies its use here as a classifier. A schematic of the proposed SegResNet framework is shown in figure 1.
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Figure 1. Proposed SegResNet Methodology
EFKNN

The distance estimates perform a vital part in the most common application of the approaches employed 
to the categorization: the identification of a link between a collection of entities. Contemporary pattern 
classification technologies such as the KNN technique are not reliant on image compressing and are therefore a 
viable alternative to its limitations. The Object-Membership processes used in standard KNN's grading process 
provide equal weight to all matched characteristics but lack several others. The EFKNN, which is based on the 
Fuzzy-Logic principle, exhibits not merely less variation but also more confidence when it classifies objects. 
The EFKNN also provides an advantageous vector between Object-Membership and Class-Membership. In 
(14,43,42) the EFKNN technique was proposed to find the most common way to represent a class by contrasting it 
against its "K-nearest neighbors". The EFKNN assigns "Fuzzy-Membership" with the sample and gives authorities 
discretionary decision-making power. To more accurately recognize AD's phases, this model was completely 
reviewed from the bottom up. This EFKNN technique was developed to categorize sMRI scans of the brain into 
cases of CN, MCI, and Pure AD. ADNI's MRI collection is utilized for training the models, which are subsequently 
put to the test. In this research, the database includes many people who have been diagnosed with CN, MCI, 
and AD.

AANFIS
In (15,44), an AANFIS approach was developed for AD classification. Neuronal morphology throughout biology 

is the primary focus of this research. The Neuro and Fuzzy systems are employed in a dual-pathway fashion. 
Initially, the fuzzy-interface blocks in a NN generate the MRI features. This NN could be modified to provide 
the desired results using the newly established model of Neuro-Fuzzy systems. In addition, FL takes advantage 
of the neuronal ability for training by rendering fuzzy networks more flexible to accommodate the execution 
of the objective. Fuzzy membership is employed as a decision-making framework for the sMRI image, and the 
NN has been utilized to improve its performance. There is evidence that the FL can convey the outcomes of 
expert analysis directly. In such a situation, it's an effort to regulate the use of certain terminology. The Member 
States' stance, which interprets some linguistic features numerically, requires an excessive amount of time to 
develop and govern. This is made feasible by combining the NN's automatic learning with the data. It improves 
the classifier's efficiency for predicting AD while decreasing training duration and costs.

ACS
An "Adaptive Clonal Selection (ACS)" technique was developed earlier to categorize sMRI scans into multi-class 

such as CN, MCI, and AD categories. The proposed ACS characterizes the essential features of the immunological 
response. This provides support for the hypothesis that the antigen can only mature inside the subset of 
cells that receive it, as opposed to the rest of the body. Comparable to evolutionary computation relying on 
mutations, this method excelled at focusing on the idea of clonal expansion and the development of affinity. 
The conception of evolutionary algorithms preferring the "fittest" is commonly used in this application. The ACS 
is capable of classifying the sMRI and transferring it to the next generations using the temporary information 
acquired through the cloning and affinity maturation method. This method primarily requires the generation 
of memory cells that are better able to catch antigens. This ACS technique introduces basic criteria from the 
concept of clonal expansion, that might assist in the creation of highly effective strategies for identifying 
template matches for the aforementioned "CN", "MCI", and "AD". 

SegResNet
SegNet Architecture

SegNet consists of an "Encoder" and a "Decoder" architecture, which is then followed by a ResNet-based AD 
classification. Figure 2 shows the SegNet architecture. Objects are classified using the encoder's 13 convolution 
layers, which are similar to the first 13 convolution layers in VGG16's framed classification. As a result, trained 
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weights are used to start the training process on bigger sets of data. Additionally, the encoder discards "Fully 
Connected Layers (FCN)" to preserve feature maps with higher resolution at the encoder's output. SegNet's 
encoder has been reduced from "134M" to "14.7M" in contrast to other recently established neural topologies 
to avoid an over-fitting problem. The decoder has the same number of layers as the encoder, thus there are 13 
total. Softmax classification is used to calculate group probabilities from the decoder's final output.

Figure 2. SegNet Architecture

The SoftMax is the convolution procedure that generates feature maps for each encoder as shown in Figure 3. 
Then, "Batch Normalization" is implemented. Following this, a ReLU feature-wise corrected linear nonlinearity 
is applied. This is followed by a second 2x2 maximum pooling and non-overlapping stride 2 windows that are 
subsequently downsampled by a factor of 2.

Figure 3. SegNet's Encoder Architecture

Segmentation Process by SegNet
An input sMRI image may be divided up into a plethora of smaller ones. By highlighting the image's edges, 

it makes it simpler to analyze (lines and curves in the image). The process of identifying each pixel such that 
pixels with the same label have the same attributes, such as color, texture, and intensity, is a basic process of 
segmentation. The attributes of pixels in certain areas of an image are the same, while the qualities of pixels 
in neighboring regions are dramatically different. It is necessary to terminate the segmentation procedure as 
soon as the ROI has been identified. Accordingly, the brain's anatomy must be correctly segmented to extract 
features from a specific area, since feature extraction relies on this precise segmentation. This may be used to 
view the brain's architecture, evaluate brain development, perform computerized processing and analysis of 
brain development, and plan brain surgery. Here SegNet takes sMRI images as input, it is necessary to establish 
shift invariability across tiny spatial translations by using a technique known as "Max-Pooling". In the case of 
a downsampled map, a vast number of possible contexts and spatial frames may be made available for each 
feature. To increase shift invariability and improve classification performance, adding additional layers of max-
pooling and downsampling reduces the resolution of the feature map space. When edge definition is critical 
for segmentation, the rising loss on the image model is a hindrance. As a result, edge information in encoder 
feature maps must be acquired and stored before downsampling is performed. Encoder feature maps may be 
kept after downsampling when memory is not bound by interpretation. 

Maximized pools are retained for each encoder feature map; this means that the positions at which a 

https://doi.org/10.56294/sctconf2024651

 5    Mathews E, et al



https://doi.org/10.56294/sctconf2024651

feature's maximum value is recorded for each pooling grid are preserved. It is possible to employ two bits for 
each window of 2x2 pooling, making it far more economical to store than a feature map in terms of floating-
point accuracy. Because of the lower memory capacity, accuracy suffers only a little loss, but this is more than 
enough for most real-world applications. Max-pooling indices from the relevant feature map of the encoder are 
used by the decoder in the decoder architecture to upsample the input feature map.

Feature Extraction Process by SegNet:
To create a "sparse feature-map", the SegNet's upsampling is applied as shown in Figure 4. A decoder that 

is capable of learning dense feature maps is then able to apply convolution to the feature maps. As a further 
step, these maps are normalized in batches. Even though the encoder input image has RGB channels, several 
pipeline feature maps are created by the decoder according to an initial encoder that accepts the segmented 
sMRI image. A crucial difference is that feature maps produced by other elements of the system's encoder, the 
decoders have the ideal channel numbers and dimensions as the encoder's input. A tractable "Softmax Classifier" 
receives the higher-dimension feature scheme from the final decoder and applies it to its features. Each 
feature in this softmax has its category. The class with the greatest probability for each pixel in the segmented 
sMRI image under consideration is used to predict segmentation.

Figure 4. SegNet Upsampling
 

SegNet commonly consists of 4 encoders and 4 decoders. It is possible to use max-pooling and downsampling 
in this SegNet's encoder, and the corresponding decoder uses the gathered indices of max-pooling in upsampling 
as its input. Each convolution layer in the encoder and decoder is subjected to batch normalization. Non-linear 
ReLU is not used in the decoder to prevent biases after convolutions. All levels of the encoder and decoder 
employ the same 7 x 7 kernel to guarantee seamless labeling. This means that a feature in the 4th layer (that is, 
the deep feature map layer) may be tracked down to a backdrop window in the input picture that has 256 x 180 
pixels. Using a basic SegNet, it is possible to examine and train several variations in a shorter amount of time.

Classification of AD by ResNet-101
sMRI images may be classified based on one or more features, and each feature belongs to a separate 

and exclusive class, which is the assumption of all classification methods. It is possible for an analyst to 
predetermine the classes or for them to be generated automatically (into groups of prototype classes where 
the analyst just provides the appropriate number of categories). The goals of classification and segmentation 
are intertwined since the former is another method of component labeling that may lead to the segmentation 
of multiple elements within an image. Visual classification examines the numerical qualities of several image 
features and categorizes the data. Two of the most typical phases of classification techniques are "Training" 
and "Testing". During the initial phase of training, distinguishing features of normal sMRI image information are 
used to provide a detailed characterization for every categorization category "Training class". During the testing 
phase, those feature-space partitions will be put into practice for categorizing aspects of sMRI images. 

ResNet-101 Architecture
Each ResNet layer relies on mapping identity, which is essential. Adding a layer to an "Identity function 

f (x)=x" makes the new representation more efficient than the old one. Adding a second layer to this new 
representation may make it easier to reduce training mistakes since it is the best alternative for incorporating 
the training sMRI dataset. In addition, "f (x) = 0" is the simplest function that may be applied to a layer. Such 
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concepts are complicated, yet they produced a surprisingly simple answer, a residual block, as a consequence 
of their consideration. This architecture had a huge impact on the development of deep neural networks. 
Figure 5 portrays the ResNet-101 architecture.

Figure 5. ResNet-101 Neural-Network Architecture

Figure 5 illustrates a portion of a neural network in ResNet-101 Architecture, where "x" represents the input 
which consists of the segmented sMRI image feature vector. The "Activation Function" is supposed to take as 
an input the "Ideal function f (x)" that the learner wishes to attain throughout the learning process. "Function 
(f)" should fit perfectly within the dashed box represented in the left image in Figure 5. When that layer is 
superfluous and the "input (x)" is required, it may be complicated. Figure 5 depicts a box with a dashed line that 
now only needs parameters to set up the deviation from identity since it yields "x + f. (x)". For optimization, 
mapping the residual is a straightforward task. As a result, all that's left is to get "f (x) to equal 0".

Figure 6 shows a ResNet Residual-Block on the right-hand side. VGG's entire three-layer convolution layer 
method is included in ResNet. There are 3 x 3 convolution layers in the residual block each with two output 
lines. Convolution layers now include batch normalization layers, as well as a ReLU activation function, built-
in. As a result, these two convolutions are bypassed, and the input is simply summed before the final ReLU 
activation function. To sum the outputs of the two convolution layers, as shown in Figure 5, they must have 
the same size as the input. An additional 1 x 1 convolution layer must be added if the output size or stride is 
anticipated to vary, to accomplish an additional operation. 

Figure 6. ResNet-101 Residual Block

https://doi.org/10.56294/sctconf2024651

 7    Mathews E, et al



https://doi.org/10.56294/sctconf2024651

 
Two strides are used when the shorting crosses across two-size feature maps. Every ResNet block has either 

two or three deep layers, depending on the size of the architecture (ResNet 18, 34, ResNet 50, 101, 152, etc.). 
This three-layer bottleneck block replaces every two-layer block in the 34-layer network, resulting in a 50-layer 
ResNet. In ResNets with 101 and 152 layers, more blocks of three layers are employed. Despite its greater 
depth, ResNet's 11,3 billion FLOPs and 152 layers have a lower level of complexity than the 15,3 or 19,6 billion 
FLOPs in VGG-16 or VGG-19 nets, respectively.

The input sMRI images are first and mainly scaled to 150*150 pixels to better separate features for classification. 
These sMRI images are then sent into SegNet, which is used for segmenting images to extract features from 
brain areas. Then the ResNet-100 is employed to get the desired outcomes in the real implementation of 
the suggested strategy. To train ResNet-101 using features extracted from SegNet, the sMRI dataset is ideal 
since each sMRI image already has a label. As a result, the ResNet-100 works with images using the same ADNI 
dataset, and the AD classifier is evaluated. sMRI images were classified into CN, MCI, and AD using the ADNI 
dataset's three labels. 

RESULTS
Datasets: For conducting this study, unique sMRI images "Volumetric T1-weighted, Magnetization Prepared 

Rapid Gradient Echo (MPRAGE)" have been obtained using the open ADNI and KAGGLE datasets. A total of "2000 
images of 210 (Male:105, Female:105)" with various categories "CN: 70, MCI 70, AD: 70" have been used.

Tools: Matlab, a computational programming environment, is used in an extensive range of diagnosing 
imaging systems. Matlab's user-friendlier interfaces make it a more rapid platform for incorporating new ideas. 
To evaluate all of the prototypes, we ran simulations with the Matlab software. We employed several methods, 
notably data generators, to enhance generalization, including "Rotating", "Intensity Modification", "Inversion", 
and more. 

Performance Evaluation: The "Confusion Matrix (CM)" depicts an assortment of expected and actual 
categories, each of which is labeled as either "True Positive (TP)", "True Negative (TN)", "False Positive (FP)", or 
"False Negative (FN)". The CM reveals how effectively the model performs on the training data.

Accuracy: Accuracy in categorizing data frequently serves as a proxy for an application's overall quality. It's 
an important criterion used by experts to evaluate the classification system in its entirety. This means that the 
more accurate the categorization, the more efficiently the entire system will function. Using the CM, we'd been 
able to quickly quantify the progress that was made by using all these methods, as seen by Equation (1). 
     
Accuracy=(TP+TN)/(TP+TN+FN+FP)*100   Eq1
    

Table 1. Accuracy Comparison
SUBJECTS KNN EFKNN AANFIS ACS SegResNet
AD-sMRI1 81 92 94 96 98
AD-sMRI2 82 93 95 97 99
MCI-sMRI1 79 90 92 94 96
MCI-sMRI2 80 91 93 95 97
CN-sMRI1 85 96 98 99 99
CN-sMRI2 84 95 97 99 99

We compare and evaluate the accuracy efficacy of KNN, EFKNN, AANFIS, ACS, and SegResNet in recognizing CN, 
MCI, and AD using sMRI datasets during this research project. Table 1 and figure 7 demonstrate the outcomes of 
the different sMRI images’ accuracy. In this case, a total of 6 images have been examined one after another. The 
suggested SegResNet method consistently outperforms the existing KNN, EFKNN, AANFIS, and ACS approaches. 
Finally, compared to the KNN, EFKNN, AANFIS, and ACS categorizations the SegResNet categorization has been 
proven to possess a greater accuracy in predicting MCI/AD patients. 

Sensitivity / Recall: 
In this part of the brain, we typically term the TP level, it was possible to correctly identify who would 

develop dementia. Similar to how individuals not having AD have been designated TN. Clinical investigation 
outcomes can additionally be correctly reflected by measures like the TP and TN. Each FN and FP have been 
reformulated in this novel setting. Findings from the research confirm the sensitivity’s predictions about the 
TP’s impact. According to the results of the sensitivity analysis, the method presented by Equation (2) can 
correctly identify the circumstances and calculate the fractions of FN and TP classes:

Sensitivity=TP/(TP+FN)  Eq2
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Figure 7. Accuracy Comparison
    

Table 2. Sensitivity Comparison
SUBJECTS KNN EFKNN AANFIS ACS SegResNet
AD-sMRI1 77 88 91 94 97
AD-sMRI2 78 89 92 95 98
MCI-sMRI1 75 86 89 92 95
MCI-sMRI2 76 87 90 93 96
CN-sMRI1 81 92 95 98 99
CN-sMRI2 80 91 94 97 99

Figure 8. Sensitivity Comparison

We compare and evaluate the sensitivity efficacy of KNN, EFKNN, AANFIS, ACS, and SegResNet in recognizing 
CN, MCI, and AD using sMRI datasets during this research project. Table 2 and Figure 8 demonstrate the 
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outcomes of the different sMRI images’ sensitivity. In this case, a total of 6 images have been examined one 
after another. The suggested SegResNet method consistently outperforms the existing KNN, EFKNN, AANFIS, 
and ACS approaches. Finally, compared to the KNN, EFKNN, AANFIS, and ACS categorizations the SegResNet 
categorization has been proven to possess a greater sensitivity in predicting MCI/AD patients.

CONCLUSION
The present research proposes a novel hybrid SegResNet architecture that outperforms state-of-the-art 

approaches in sMRI segmentation along with AD classification. To increase classification performance, the 
attributes of each segmented sMRI serve as strong features of the labels. A feature vector is constructed 
by merging the pixel intensity values of segmented images to improve the feature data for classification. 
ResNet-101 classifiers eventually use the feature vector to identify the presence or absence of AD or MCI in 
each sMRI image. To ensure that merely the most powerful and informative features spanning across all SegNet 
systems are supplied to the ResNet-100 classification algorithm, which averaged their maximal feature maps. 
According to SegResNet's performance on both controls and patients, the most important classification labels 
were CN, MCI, and AD. SegNet was first used to extract features from the ADNI dataset, and then ResNet-101 
was used to classify three labels. The findings of these comparisons demonstrate that the proposed SegResNet 
approach has more classification accuracy and sensitivity than the state-of-the-art KNN, EFKNN, AANFIS, and 
ACS approaches. In the future, this research can be fine-tuned by introducing a post-processing process before 
classification to increase classification accuracy.
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