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ABSTRACT 

 

In numerical analysis, Newton-Raphson method is a root-finding algorithm which generates iterative 

approximations to the zeroes (or roots) of a real-valued function. This paper describes in a detailed 

way the mathematical background around the iterative method of Newton-Raphson for systems with 

two equations. Next, an algorithmic implementation of the iterative method of Newton-Raphson for 

systems with two equations is developed in Pascal Programming Language, to represent the steps of 

this method with a procedural programming language with special emphasis on the use of computing 

in the scientific area of mathematics. 

 

Keywords: Mathematics; Computer science; Algorithms. 

 

RESUMEN 

 

En análisis numérico, el método de Newton-Raphson es un algoritmo de búsqueda de raíces que genera 

aproximaciones iterativas a los ceros (o raíces) de una función de valor real. Este artículo describe de 

forma detallada los antecedentes matemáticos en torno al método iterativo de Newton-Raphson para 

sistemas con dos ecuaciones. A continuación, se desarrolla una implementación algorítmica del método 

iterativo de Newton-Raphson para sistemas con dos ecuaciones en lenguaje de programación Pascal, 

para representar los pasos de este método con un lenguaje de programación procedimental con 

especial énfasis en el uso de la computación en el área científica de las matemáticas. 

 

Palabras clave: Matemáticas; Informática; Algoritmos. 

 

 

 

INTRODUCTION 

In numerical analysis, Newton-Raphson method is a root-finding algorithm which generates iterative 

approximations to the zeroes (or roots) of a real-valued function.(1,2,3,4,5,6,7,8,9,10,11,12,13,14,15) The roots of a 
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function cannot be computed precisely in closed form, and root-finding algorithms provide 

approximations to zeros, represented either in the form of floating-point numbers or isolating intervals, 

or disks for complex roots.(1,2) Numerous numerical root-finding methods generate successively a sequence 

of numbers that hopefully converges towards the root as its limit. (12,13,14,15,16,17,18) 

 

Mathematical Background 

Let the constant functions: f(x,y) , g(x,y) = D = {a ≤ x ≤ b, c ≤ y ≤ d} that have second order constant 

derivatives. In the system: f(x,y) = 0, g(x,y) = 0 there is a solution (x,y) in D and furthermore it is true 

that: |
𝑓𝑥 (𝑥, 𝑦) 𝑓𝑦 (𝑥, 𝑦) 
𝑔𝑥 (𝑥, 𝑦) 𝑔𝑦 (𝑥, 𝑦)

| ≠ 0 then for (x0, y0)  starting from close to (x,y) through the iterative method 

of Newton-Raphson it is proven that the sequence (xi, yi ) converges to the solution (x,y) of the system.  

 

xi+1 = xi + 𝑔(𝑥𝑖,𝑦𝑖)𝑓𝑦(𝑥𝑖,𝑦𝑖) −𝑓(𝑥𝑖,𝑦𝑖)𝑔𝑦(𝑥𝑖,𝑦𝑖)

𝑓𝑥(𝑥𝑖,𝑦𝑖)𝑔𝑦(𝑥𝑖,𝑦𝑖)−𝑓𝑦(𝑥𝑖,𝑦𝑖)𝑔𝑥(𝑥𝑖,𝑦𝑖)
 

 

yi+1 = yi + 𝑓(𝑥𝑖,𝑦𝑖)𝑔𝑥(𝑥𝑖,𝑦𝑖)−𝑔(𝑥𝑖,𝑦𝑖)𝑓𝑥(𝑥𝑖,𝑦𝑖)

𝑓𝑥(𝑥𝑖,𝑦𝑖)𝑔𝑦(𝑥𝑖,𝑦𝑖)−𝑓𝑦(𝑥𝑖,𝑦𝑖)𝑔𝑥(𝑥𝑖,𝑦𝑖)
 

 

Solving a system using Pascal programming language 

A program is needed to solve the system with the iterative method of Newton-Raphson for systems 

with two equations:  

f(x,y) = x– x2 – y2 = 0 

g(x,y) = y– x2 + y2 = 0 

 

Symbolisms: 

(xi, yi) = (xa, ya) 

(xi+1, yi+1) = (xt, yt) 

fx = f x; gx = g x 

fy = f y; gy = g y 

 

The functions f, f x, f y, g, g x, g y are given as function subroutines, and the iterative method Newton-

Raphson as a procedure subroutine named as NEWTON2. 

We consider the initial point (x0, y0) = (xa, ya) = (0,8, 0,4) and stop the iterative method when for ε 

> 0 and the natural number m ∈ N we have: |xt - xa| + |yt – ya| < ε or i ≥ m. 

The following algorithm implemented in Pascal programming language shows the above-mentioned 

subroutines. The Pascal programming language was chosen because it is very helpful to teach procedural 

programming in computing and mathematics university courses conducted in the first semesters of a 

university curriculum. 

 

Algorithmic implementation in Pascal Programming Language 

program PROBLEMp1(input,output); 

uses Crt; 

var m : integer; xa,ya : real; epsilon: real; 

function f (var x,y: real):real; 

 BEGIN 

  f := x-x*x-y*y 

END; 

function fx(var x,y: real):real; 

 BEGIN 
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  fx := 1-2*x 

END; 

 

function fy(var x,y: real):real; 

 BEGIN 

  fy := -2*y 

END; 

 

function g(var x,y: real):real; 

 BEGIN 

  g := y-x*x+y*y 

END; 

function gx(var x,y: real):real; 

 BEGIN 

  gx := -2*x 

END; 

 

function gy(var x,y: real):real; 

 BEGIN 

  gy := 1+2*y 

END; 

 

procedure NEWTON2 (xa,ya: real); 

 var i: integer; 

 xt, yt, norm: real; 

af, afx, afy, ag, agx, agy, ax, ay, b: real; 

 

BEGIN 

 i:=0; xt:=xa; yt:=ya; 

  REPEAT 

     i:=i+1; xa:=xt; ya:=yt; 

     af:=f(xa,ya); ag:=g(xa,ya); 

    afx:=fx(xa,ya); agx:=gx(xa,ya); 

   afy:=fy(xa,ya); agy:=gy(xa,ya); 

   ax:=ag*afy-af*agy; ay:=af*agx-ag*afx; 

   b:=afx*agy-afy*agx; 

  xt:=xa+ax/b; yt:=ya+ay/b; 

  norm:=ABS(xt – xa) + ABS(yt-ya) 

UNTIL (norm < epsilon) OR (i >= m); 

WRITELN; 

WRITELN(‘   after’, i:2, ‘steps we have:’); 

WRITELN; 

WRITELN(‘ x = ’, xt:14:12, ‘  y=  ’, yt:14:12); 

END; 

BEGIN 

ClrScr; 

WRITELN; 

WRITE(‘    maximal number of steps :   ’); READLN(m); 
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WRITE(‘                                  epsilon   ’); READLN(epsilon); 

WRITELN; 

WRITE(‘                                         xa:  ’); READLN(xa); 

WRITE(‘                                         ya:  ’); READLN(ya); 

WRITELN; 

NEWTON2(xa,ya) 

END. 

 

RESULTS 

The results after running the above-mentioned code in Pascal programming language are: 

 

maximal number of steps : 20 

                                 epsilon : 1e – 10 

                                 xa : 0.8 

                                 ya : 0.4 

 

after 4 steps we have: 

 

x = 0,771844506346        y = 0,419643377607 

 

Importance of the Iterative method of Newton-Raphson for systems with two equations 

The Newton-Raphson method is an iterative numerical technique used to find successively better 

approximations to the roots (or solutions) of a real-valued function. In the case of systems with two 

equations (a system of two nonlinear equations), the Newton-Raphson method can be extended for each 

variable in the system. 

The Newton-Raphson method for systems with two equations has been a significant scientific 

contribution in the field of numerical analysis and computational mathematics. This iterative method is 

widely used for finding solutions to systems of nonlinear equations, and it has several notable 

contributions: 

1. Efficiency in Convergence: The Newton-Raphson method converges rapidly when the initial 

guess is sufficiently close to the actual solution. This efficiency in convergence is a valuable 

trait in numerical methods, especially for solving complex systems of equations. 

2. Local Convergence to Solutions: The method provides local convergence to solutions, meaning 

that if the initial guess is close enough to a solution, the method will converge to that specific 

solution. This local property makes it suitable for problems where an approximate solution is 

known to exist in a certain region. 

3. Applicability to Systems of Equations: The extension of the Newton-Raphson method to systems 

of equations makes it versatile for solving interconnected problems where multiple variables 

are involved. This is particularly relevant in various scientific and engineering applications. 

4. Sensitivity to Initial Conditions: The method's sensitivity to initial conditions allows researchers 

and practitioners to gain insights into the stability and behavior of solutions in the vicinity of a 

given starting point. This sensitivity can be useful in understanding the local landscape of 

solutions. 

5. Derivative Information Utilization: The method uses derivative information through partial 

derivatives of the system of equations. This utilization of derivative information enhances the 

convergence speed, making it a powerful tool for solving systems where derivative information 

is readily available. 

6. Applications in Engineering and Sciences: The Newton-Raphson method is applied extensively in 

https://doi.org/10.56294/sctconf2023525


5       Triantafyllou et al. 

https://doi.org/10.56294/sctconf2023525 

various scientific and engineering disciplines, such as physics, chemistry, biology, economics, 

and more. Its effectiveness in solving nonlinear systems contributes to advancements in these 

fields. 

7. Numerical Analysis Foundation: The Newton-Raphson method is a foundational concept in 

numerical analysis. Its development and understanding have paved the way for the exploration 

of other iterative methods and numerical techniques for solving complex mathematical 

problems. 

8. Influence on Optimization Algorithms: The Newton-Raphson method has influenced the 

development of optimization algorithms, where finding the roots of the gradient (or derivative) 

is a key step. Optimization plays a crucial role in many scientific and engineering applications. 

 

CONCLUSIONS 

The Newton Raphson method has an advantage that it allows us to guess the roots of an equation with 

a small degree very quickly and efficiently. The disadvantage of Newton Raphson method is that it tends 

to become very complex when the degree of the polynomial becomes very large. 

Newton Raphson method can be used in real life in many cases. Specifically, this method can be used 

to analyze the flow of water in water distribution networks. Future studies will examine in detail many 

areas where the above-mentioned method can find practical application. 

In summary, the iterative method of Newton-Raphson for systems with two equations has made 

significant contributions to scientific and computational fields, providing a powerful tool for solving 

nonlinear systems efficiently and accurately. Its widespread use and impact continue to influence 

numerical analysis and contribute to the advancement of various scientific disciplines. 
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