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ABSTRACT

Introduction: categorizing North Indian Light Classical Music genres presents a considerable challenge due 
to their intricate nature. This research introduces a Dual Optimized Neural Network (DONN) model designed 
to achieve elevated levels of accuracy and efficiency, thereby enhancing the understanding of these music 
genres. Creating a network of artificial neural with accurate classification and prediction of given genres 
is the primary objective. This is achieved through the integration of Cat Swarm Optimization (CSO) for 
enhanced adaptability and Optimal Brain Damage (OBD) for effective network pruning. 
Methods: the DONN model employs CSO to investigate the solution space effectively while using OBD 
to minimize unnecessary network connections, thereby improving both computational efficiency and 
generalization capabilities. The methodology involves modelling the network using a dataset of North Indian 
Light Classical Music, optimizing the search process with CSO, and applying OBD for network pruning. 
Results: the DONN model demonstrated a remarkable 98 % accuracy in classifying eleven distinct genres, 
outperforming previous methods, and highlighting superior classification accuracy and resilience. Compared 
to earlier research work and Swarm Optimization like Bat and Ant Colony, and Particle Swarm Algorithm, this 
model shows higher accuracy and efficiency. The fusion of CSO and OBD significantly enhances performance, 
improving generalization and reducing computational complexity.
Conclusions: overall, the DONN model, optimized with CSO and OBD, significantly advances the classification 
and prediction of North Indian Light Classical Music genres. This research offers a robust and reliable tool for 
music classification, contributing to a deeper understanding and appreciation of these genres. 

Keywords: Artificial Neural Network; Cat Swarm Optimization; Double Optimized Neural Network; Optimal 
Brain Damage; Music Genres.

RESUMEN

Introducción: la categorización de los géneros de Música Clásica Ligera del Norte de la India presenta un 
reto considerable debido a su naturaleza intrincada. Esta investigación introduce un modelo de Red Neuronal 
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Dual Optimizada (DONN) diseñado para alcanzar elevados niveles de precisión y eficiencia, mejorando así la 
comprensión de estos géneros musicales. El objetivo principal es crear una red neuronal artificial con una 
clasificación y predicción precisas de determinados géneros. Esto se consigue mediante la integración de la 
Optimización de Enjambre de Gatos (CSO) para una mayor adaptabilidad y el Daño Cerebral Óptimo (DCO) 
para una poda eficaz de la red. 
Métodos: el modelo DONN emplea CSO para investigar el espacio de soluciones de forma efectiva mientras 
que utiliza OBD para minimizar las conexiones de red innecesarias, mejorando así tanto la eficiencia 
computacional como la capacidad de generalización. La metodología consiste en modelar la red utilizando 
un conjunto de datos de música clásica ligera del norte de la India, optimizar el proceso de búsqueda con 
CSO y aplicar OBD para la poda de la red. 
Resultados: el modelo DONN demostró una notable precisión del 98 % en la clasificación de once géneros 
distintos, superando a métodos anteriores y destacando una precisión de clasificación y una resistencia 
superiores. En comparación con anteriores trabajos de investigación y optimización de enjambres como Bat 
y Ant Colony, y Particle Swarm Algorithm, este modelo muestra una mayor precisión y eficiencia. La fusión 
de CSO y DAB aumenta significativamente el rendimiento, mejorando la generalización y reduciendo la 
complejidad computacional. 
Conclusiones: en general, el modelo DONN, optimizado con CSO y OBD, avanza significativamente en la 
clasificación y predicción de los géneros de Música Clásica Ligera del Norte de la India. Esta investigación 
ofrece una herramienta robusta y fiable para la clasificación musical, contribuyendo a una comprensión y 
apreciación más profundas de estos géneros. 

Palabras clave: Red Neuronal Artificial; Optimización por Enjambre de Gatos; Red Neuronal Doblemente 
Optimizada; Daño Cerebral Óptimo; Géneros Musicales.

INTRODUCTION
India is a country of various cultures, everyone having its own genre of music since ancient times. Classical 

music of North India can be broadly classified into Carnatic, Hindustani, and light classical or semi-classical 
music. Examples of North Indian semi-classical music includes Chaiti, Naty Sangeet, Bhajan, Qawwali, Keertan, 
Thumri, Kajri, Tappa, Dadra, Dhun, and Ghazal. These genres, though similar, have subtle differences and 
are generally softer in style. This research aims to classify North Indian semi-classical music using advanced 
optimization techniques to address the challenge posed by the thin decision boundaries among various classes. 
The primary goal of this study is to develop a robust classification system that accurately identifies and 
categorizes North Indian semi-classical music genres, facilitating quicker searches and enhancing understanding 
of music industry and enthusiasts. The classification task is intricate due to the subtle distinctions between 
these musical forms, making it difficult for common people to identify these genres due to their diverse origins. 
Additionally, the research seeks to predict precise class labels for new additions to the repertoire, contributing 
to a comprehensive and accessible musical database.

To achieve this, we introduce a Dual Optimized Neural Network (DONN) model. The model integrates 
Cat Swarm Optimization (CSO) for effective exploration and adaptability, and Optimal Brain Damage (OBD) 
for pruning insignificant connections in the Artificial Neural Network (ANN) architecture. This double-folded 
optimization approach enhances both the efficiency and generalization capabilities of the model, resulting in 
high performance for multi-class classification of semi-classical music genres, with eleven different class labels. 
The methodology involves training a fully connected feed-forward neural network using a dataset of North 
Indian semi-classical music. CSO is employed to optimize the search process, while OBD is applied to prune the 
network and reduce unnecessary connections. 

The model’s performance in contrast to alternative swarm optimization methods, including Particle, Bat 
and Ant colony Swarm Algorithm is carried out. This approach ensures that the model achieves high accuracy 
and resilience in classifying the music genres, overcoming the challenges posed by the thin decision boundaries 
among various classes. The extent of the research covers obtaining audio attributes of the music dataset, 
inputting them into the ANN model, applying Optimization of Cat Swarm and Optimal Brain Damage, and 
observing the model’s performance in music genre classification. The remaining part of the paperwork is 
structured into sections on the literature survey, pre-processing and architecture of the model, proposed 
methodology, experimental setup, results, discussion, and conclusion.

Literature Survey is carried out on recent years. A music classification system is developed by combining one-
dimensional convolution of a recurrent neural network with single-dimensional convolution and a bidirectional 
recurrent neural network and adjusting output weights to improve representation of music style features. Its 
effectiveness was evaluated through comparison and experiments on the GTZAN dataset and got better results 
in comparison with the traditional methods.(1) The sonogram dataset reached 97,6 % accuracy with Google 
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Net for music recognition, while a parallel Google Net method converted acoustic features to speech in real-
time, improving training efficiency and output quality. Additionally, Resnet18 and Shuffle net achieved 97,2 % 
accuracy when trained on spectrogram data, confirming the experiment’s reliability.(2) The proposed system, 
comprising data preparation, feature extraction, and genre classification, employs a new neural network, 
validated through experiments on various datasets, including GTZAN and Indian Music Genre, demonstrating 
its effectiveness compared to existing methods and achieved good results.(3) Using a pretrained model trained 
on a large dataset and fine-tuning its weights is a common method to adapt it for new tasks, which involves 
employing frame acquisition and confusion matrix for output derivation. The challenge lies in categorizing 
audio files by genre, essential for applications like Saavan, Wynk, and Spotify, to automatically tag music 
frames and improve user satisfaction.(4)

Utilizing the Pitch2vec approach as a preprocessing step, this technique transforms pitches from MIDI files 
into vector sequences. By incorporating deep learning techniques, it achieves an accuracy of 95,87 %.(5) Relying 
on the acoustic attributes of music, one method introduces a novel deep neural network model. This model is 
utilized in both a music genre classification system and a recommendation engine, extracting representative 
features for both tasks from the same dataset.(6) Exploration of the feature sequence mechanism to enhance 
music design feedback incorporates diverse music sequence metrics. This entails measuring type probabilities 
via SoftMax activation, computing cross-loss function values, and applying the Adam optimization algorithm for 
network model refinement, followed by the development of an independent adaptive learning rate scheme.(7) 
The proposed method preprocesses input signals and describes their characteristics using Mel Frequency Cepstral 
Coefficients (MFCC) and Short-Time Fourier Transform (STFT) features. Then, two separate convolutional neural 
network (CNN) models are employed to analyze MFCC and STFT data, resulting in a classification accuracy of 
95,2 % according to experimental results.(8) 

In the past ten years, music-streaming services have experienced significant growth, with Pandora being 
a pioneering force in popularizing streaming music through its successful deployment of genre-based music 
analysis, which relies on human-annotated content.(9) The system utilizes spectrogram feature values from song 
slices as input for a CNN to classify songs by genre and implements a recommendation system based on user 
preferences. Extensive experiments on the GTZAN dataset demonstrate the system’s effectiveness compared 
to other methods.(10) This research investigates how well different features predict music genre using machine 
learning. It examines features such as Mel-frequency cepstral coefficients, key features from GTZAN, and 
human-understandable features from Spotify, highlighting a balance between accuracy and interpretability.(11) 
This study compares the performance of two model classes: one employing a deep learning CNN model trained 
on audio spectrograms to predict genre labels, and another utilizing hand-crafted features from both time 
and frequency domains. Applying four machine learning models on the Audio dataset, on ensemble classifier 
accuracy of 0,894 is obtained.(12) 

Comprising three primary stages—data readiness, feature mining, and categorization—the proposed system 
employs a novel neural network for music genre classification. By leveraging spectrograph features from short 
song clips, the CNN architecture incorporates multi-scale time-frequency information, resulting in classification 
accuracies of 93,9 %, 96,7 %, and 97,2 % on GTZAN, Ballroom, and Extended Ballroom benchmark datasets, 
respectively.(13,14,15) Training a Convolutional Neural Networks model on Mel-Frequency Cepstral Coefficients 
achieved an accuracy of 43 %. Additionally, a novel texture selector based on K-Means was introduced to 
identify diverse sound textures within tracks, highlighting the significance of capturing texture diversity for 
enhancing classification performance. A parallel CNN network structure was also devised to extract features 
from music.(16,17,18) Features like non-negative matrix factorization and Short-Time Fourier Transform and pitch 
are extracted and are then subjected to a classification process via Deep Convolutional Neural Network (DCNN) 
model. To improve the classification accuracy, the DCNN model is trained using a new Self Adaptive model 
through optimizing the weight. CNN-based music classifier named Bottom-up Broadcast Neural Network (BBNN) 
is trained on STFT spectrograms extracted from the music clip. An accuracy of 97,51 % and 74,39 % over the 
GTZAN and the FMA dataset respectively.(19,20)

Literature surveys reveal that most of the research is carried out in music genre classification mostly using 
same datasets on machine learning and deep learning models and recently some research was carried out 
on Western music classification. However, no research has been carried out in classification of semi or light 
classical music of the North Indian music genre. Even though varieties of music genres exist in North Indian 
classical music due to cultural diversity, in this research only eleven kinds of semi-classical music are chosen 
for classification purposes. The accuracy achieved on these models still needs a lot of improvement and there 
is huge scope to experiment with new models on different genres of music which are untouched by the past 
researchers. This is novel research using deep learning with dual optimized ANN architecture integrated with 
Cat Swarm and Optimal Brain Damage for pruning. Proposed Architecture is shown in figure 1.
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Figure 1. Architecture Diagram

METHOD
ANN Commonly termed as Artificial Neural Network; it is a simulation of the natural nervous system found 

in humans. ANN exhibits adaptability, learning, generalization, fault tolerance, and self-organizing features 
which are very interesting to study. It can solve complex problems by applying massive parallel processing. ANN 
structure consists of hidden layers, input and output layers, and connection weights and links. The processing 
units of ANN are neurons called MLP (Muti Layer Perceptron). The number of parameters can be varied based 
on the complexity of the problem. Training with ANN involves trying out different values of weights until the 
optimum output is obtained. It involves identifying the optimum set of weights to reach a realistic output that 
closely resembles the actual target. Building optimal ANNs that can output high accuracy is a challenging research 
task. The efficiency of the ANN can be improved still further by choosing appropriate optimization algorithms.

Optimizing ANN - Using swarm intelligence- Swarm Intelligence (SI) is the influence of swarming traits 
exhibited by a cluster of living creatures like bees, ants, termites, birds, and fish in acquiring and passing on 
knowledge among each other. Swarms can optimally utilize their surroundings and resources applying their folk 
intelligence. Swarm intelligence algorithms apply stochastic search techniques. These algorithms are proven 
to be effective, adaptable, and resilient, as well as yielding close results and applying implied concurrent 
techniques. In this research, for music genre classification, a cat population-based optimization algorithm 
known as Cat Swarm Optimization is used. It is a robust swarm intelligence-oriented optimizing technique 
introduced by Chu et al. in the year 2006 is used to get very high accuracy in ANN.

 Using Neural Network Pruning -ANN can be further optimized with some pruning algorithms to minimize the 
complexity of its network architecture without deteriorating its classification and prediction capability. A very 
large network over-fits the training data resulting in excessive processing capacity and a very small network 
underfits the training data due its insufficient processing capacity and both the conditions produces adverse 
ANN which is less adaptive to unknown samples. Determining favourable size for ANN which can produce 
optimum output is usually conundrum. It takes a lot of trial and error to figure it out. Another way to boost 
the classification performance of ANNs is to train the neural network which is usually larger than it needs to be 
and then trim the extra components. Network pruning begins with a big ANN architecture, which has a greater 
number of hidden neurons. While pruning large ANNs, redundant hidden layers, neurons, and connection weights 
are removed. In general, each stage of the pruning procedure removes one connection weight or neuron until 
optimal neural network architecture is obtained. The neurons unresponsive to variations in error are eventually 
deleted in every iteration. resulting in a network that is considerably smaller and has a greater performance 
capability with reduced complexity and improved speed of convergence. Pruning is based on the assessment 
of the overall sensitivity of the neurons to the error and its importance of significance called saliency of the 
connection weight. Pruning retains important weights. The Optimal Brain Damage (OBD) algorithm is used in 
this research to prune the CSO-optimized ANN to a further level. The implementation details of CSO and OBD 
algorithms are discussed in the following sections.

Establish the number of layers, neurons in each layer, and activation functions in the first step of the 
definition of the neural network architecture. Next, set the network’s initial weights and biases. Set the CSO 
parameters in the second phase. To do this, the neural network’s parameters, such as weights and biases, 
are mapped into a format that can be optimised by CSO. Define a fitness function that measures some metric 
(accuracy or error, for example) to assess the network’s performance. The neural network’s parameters should 
then be evolved using the specified Cat Swarm Optimisation. Virtual cats are moved around the search space 
during the optimization process to find the best values for the network parameters. then reverse-engineer the 
optimized parameters that were acquired from CSO.

One of the criteria for removing unimportant neurons is to compute the output sensitivity of the network 
relative to the activation of each neuron. Neurons that have little effect on the output of the network as a whole 
are seen as less important. This is accomplished by setting a threshold depending on the effect of unimportant 
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neurons on the network’s performance to recognize them. This criterion might consider the amount to which 
each neuron influences the network or the shift in accuracy. If the neuron drops below the predetermined 
threshold, it is either eliminated or pruned. Take appropriate action by eliminating individual neurons and their 
corresponding connections from the network design. To prevent overfitting or excessive pruning, validate the 
network’s performance regularly while going through these procedures. Adjust hyperparameters as necessary, 
particularly in the trimming stage. Further modifications could be made considering the feature set.

DEVLOPMENT

Proposed Algorithm
Initialize Neural Network

Define the initial architecture of the Artificial Neural Network (ANN) with suitable layers and neurons.
Encode the parameters of the network for Cat Swarm Optimization (CSO).

CSO Optimization
Apply Cat Swarm Optimization to evolve the parameters of the neural network.
Use a fitness function to evaluate the performance of the network.

Train CSO-Optimized Model
Decode the optimized parameters obtained from CSO back into the neural network architecture.
Train the CSO-optimized model using the training dataset.

Optimal Brain Damage (OBD)
Calculate the sensitivity of the loss with respect to each weight in the network.
Prune the least significant weights based on their sensitivity.
Evaluate and retrain the pruned model to maintain or slightly degrade performance.

Eliminate Insignificant Neurons
Calculate the sensitivity of the network’s output concerning each neuron’s activation.
Establish a threshold to identify insignificant neurons based on their impact on the network.
Remove or prune neurons that fall below the established threshold.

Final Evaluation
Evaluate the final pruned model on a separate test dataset to assess its performance.
Fine-tune hyperparameters as needed and validate against the desired classification goals.
Adjust the parameters and thresholds based on experimental results and the dataset’s characteristics.

Table 1. ANN Initialization

Sl.No. Parameter Value

1 Input Neurons:10

2 Hidden Layers :1

2 Hidden Neurons: 15

3 Output Neurons: 11

Hyper Parameters

4 Learning Rate:0,001

5 Activation Function (for hidden layer): ReLU

6 Activation Function (for output layer): softmax

7 Loss Function: categorical cross-entropy

8 Number of Epochs:100

9 Batch Size:32

10 Weights Initialization: Random initialization

11 Biases Initialization: Random initialization

12 Regularization: L2

13 Dropout: 0,5

14 Optimization function: Adam

15 Metrics: Accuracy

https://doi.org/10.56294/sctconf2024805
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Steps involved in Cat Swarm Optimization (CSO)
1. Initialization: initialize a swarm of cats. Each cat represents a candidate solution in the search 

space. Randomly initialize the position and velocity of each cat. Evaluate the fitness of each cat based 
on the objective function.

2. Update cat Positions and Velocities: update the velocity of each cat using the current velocity, 
cognitive component (individual’s best-known position), and social component (swarm’s best-known 
position). Update the position of each cat using the updated velocity. Ensure that the new position is 
within the search space boundaries.

3. Evaluate Fitness: evaluate the fitness of each cat based on the updated position using the objective 
function.

4. Update Individual and Swarm Best Positions: update the best-known position of each cat if its 
fitness improves. Update the best-known position of the entire swarm if any cat achieves better fitness.

5. Update Inertia Weight: optionally, update the inertia weight. This helps control the trade-off 
between exploration and exploitation.

6. Check Stopping Criteria: check if the maximum number of iterations or a convergence criterion is 
met. If yes, stop the optimization process; otherwise, go back to step 2.

7. Output: the best-known position of the entire swarm represents the optimized solution.

Algorithm
1. Initialize swarm
2. Evaluate fitness of each particle
3. While stopping criterion not met:
 For each particle in the swarm:
 Update velocity and position.
 Evaluate fitness.
 Update individual best-known position.
 Update swarm’s best-known position (global)
 Update inertia weight (optional)
Output the best-known position of the swarm.

Table 2. CSO Initialization

Sl.No. CSO Parameter Value

1 Swarm Size: 30 

2 Maximum Iterations: 100 

3 # Lower and upper bounds for parameter
lower_bound = -1,0 upper_bound = 1,0

4 Dimensionality:
dimensionality = (input_neurons * hidden_neurons) + hidden_neurons 

+ (hidden_neurons * output_neurons) + output_neurons
with 10 input neurons, 15 hidden neurons, and 11 output neurons, 

the dimensionality would be (10 * 15) + 15 + (15 * 11) + 11 =352

5 Inertia Weight (w): 0,5 This is a parameter that controls the trade-off 
between exploration and exploitation. 

6 Cognitive Coefficient (c1): 2 This controls the impact of the 
individual’s best-known position on its movement.

7 Social Coefficient (c2): 2 This controls the impact of the swarm’s 
best-known position on the movement of individuals.

8 Velocity Limit: 5,0 This is the maximum allowed velocity for a 
particle. You can set an upper limit to prevent particles from moving 

too fast.

9 Random numbers: 
r1 = np.random.rand(swarm_size, dimensionality)
r2 = np.random.rand(swarm_size, dimensionality)

Dual Optimizing ANN Architecture with CSO and OBD-Using Cat Swarm Optimisation (CSO) and the training 
dataset optimize the ANN’s parameters. Determine the sensitivity of the loss relative to each weight after 
training. This entails calculating Hessian values or second-order derivatives to determine how each weight 
affects the total loss. The weights are arranged in ascending order of their sensitivity ratings. Which weights 
have the least effect on the overall loss will be determined with the aid of this sorting. Choose the top 20 % 
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of the weights with the lowest sensitivity to establish a pruning threshold. Which weights are deemed least 
significant are determined by this criterion. Decide which weights should be pruned in light of the established 
threshold. These are the weights from the network that will be removed. Set the indicated weights to zero 
or eliminate any links to prune them. Through the removal of less important links, this stage lowers the 
complexity of the model. To make sure that performance is maintained or just marginally decreased, retrain 
the trimmed model. Analyze the accuracy and generalization capacity of the pruned model using a validation 
dataset. For even more refinement, one can choose to prune and retrain several times. The trade-off between 
minimizing performance loss and reducing model size can be improved by this iterative method. By using these 
procedures, the neural network is pruned in Optimal Brain Damage to increase its efficiency while maintaining 
its classification abilities. Hyperparameters and thresholds should be adjusted according to the particulars of 
your model and dataset.

Algorithm for Using OBD (Optimal Brain Damage) to Trim the ANN
1. Compute Loss Sensitivity: determine the sensitivity of the loss with respect to each weight once 

the CSO-optimized network has been trained.
2. Trim Weights: sort the weights according to sensitivity and eliminate the ones that don’t matter as 

much. Pruning entails eliminating connections entirely or setting specific weights to zero.
3. Assess the pruned network: to guarantee that performance is preserved or only marginally 

decreased, retrain the trimmed network.
1. Removing Superfluous Neurones and Standards:
4. Sensitivity of Neuron Activation: determine how sensitive the network’s output is to the activation 

of each neuron. Neurons that have little effect on the output of the network as a whole are seen as less 
important.

5. Requirements for Removal: determine a cutoff point or set of standards for classifying inconsequential 
neurons according to how they affect the network’s overall performance. 

6. Removal of Neurons: neurones that are below the set threshold should be removed or pruned. 
Take appropriate action by eliminating individual neurons and their corresponding connections from the 
network design. Taking into account to prevent overfitting or excessive pruning, validate the network’s 
performance regularly while going through these procedures. Adjust hyperparameters as necessary, 
particularly in the trimming stage. Based on the findings of the experiment, adjustments might be 
required.

Steps
1. Utilise training data to train a CSO-optimized ANN.
2. Determine the sensitivity of loss for each weight.
3. Weights are sorted in ascending order by sensitivity.
4. Establish the pruning threshold (top 20 % of the weights with the lowest sensitivity, for example).
5. Determine which weights, in light of the threshold, to prune.
6. Eliminate links or set values to zero to prune weights that have been found.
7. Retrain the trimmed model to preserve performance or marginally deteriorate it.
8. Assess the refined model by employing a validation dataset.
9. For more refinement, prune and retrain iteratively.

Calculation of sensitivity
In the context of neural network pruning, sensitivity refers to a neuron’s significance or effect on the 

performance of the network as a whole. A frequently employed measure for computing sensitivity is predicated 
on the gradients of the loss function concerning the output of the neuron.

Steps to Check the Sensitivity of Each Neuron
1. Train the neural network model on the training dataset using the loss function MSE (Mean Squared 

Error) and CSO optimization algorithm until convergence.
2. After training, calculate the sensitivity of the loss with respect to the activation of each neuron 

using backpropagation. Compute the partial derivative of the loss function with respect to the activation 
of each neuron.

3. Utilize backpropagation to compute the gradients of the loss with respect to the activations of 
each neuron. This involves applying the chain rule of calculus to propagate sensitivities backward through 
the network.

4. Average or aggregate the sensitivity values across all samples in the training dataset. This step 
ensures that the sensitivity values are representative of the entire dataset and not biased by individual 
samples.
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5. Rank the neurons based on their sensitivity values in descending order. Neurons with higher 
sensitivity values are considered more influential.

6. Determine a sensitivity threshold based on the criteria. This threshold will be used to decide which 
neurons are significant enough to be retained.

7. Based on the sensitivity rankings and the threshold, decide which neurons to retain and which to 
discard. Neurons with sensitivity values below the threshold may be candidates for pruning.

8. If pruning is performed, retrain the model on the pruned architecture. This step ensures that the 
remaining neurons adapt to the changed architecture and that the model maintains its performance.

9. Evaluate the pruned model on a separate test dataset to ensure that the pruning process did not 
significantly degrade performance.

10. Optionally, iterate through the sensitivity analysis and pruning process multiple times to refine the 
model further.

Sensitivity of neuron with respect to CSO is given as:

Sensitivity represents the improvement achieved by each neuron from its personal best to its current position 
relative to its personal best fitness. A higher sensitivity indicates a more significant improvement.

In the context of neural network pruning, sensitivity refers to a neuron’s significance or effect on the performance 
of the network. A frequently utilised technique for evaluating sensitivity rests on the gradients of the loss 
function associated with the output of the neuron. The sensitivity of each neuron is calculated using formula (5).

Si is the sensitivity of the ith neuron.
Where:
δLoss/(δOutputi ) is the partial derivative of the loss function with respect to the output of the ith neuron.
Output i is the Output of the ith neuron.
1-Outputi is the complement of the output of the ith neuron.
The threshold value of sensitivity is set to 0,03.
Table 3 shows the dataset size of each music genre considered for training and testing.

Table 3. Dataset Size

Music Genre Training Size Testing Size

Chaiti 235 75

Natya Sangeet 473 112

Bhajan 673 187

Qawwali 479 117

Keertan 654 175

Kajri 552 134

Thumri 642 163

Tappa 557 137

Dadra 445 105

Dhun 672 168

Ghazal 538 123

RESULTS
The performance of the effectiveness of the proposed methodology of applying CSO with OBD pruning on 

ANN was measured in two scenarios. i. Before applying CSO and OBD ii. After applying CSO and OBD.
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Before CSO and OBD pruning - The experiment is carried out in the beginning with ANN using the initial 
parameters. Figure 2 shows the classification report of the music genre classification before applying CSO and 
OBD. The lowest precision score of 89 % is obtained on Chaiti music genre and 98 % precision is obtained on 
Bhajan genre. Dadra and Ghazal genre showed 94 % recall rate and all the rest of the genre showed 95 % recall 
rate. The lowest F1 score of 92 % is achieved by Chaiti genre and highest of 96 % F1 score on Bhajana. An overall 
accuracy of 95 % is achieved. Figure 3 shows confusion matrix before applying CSO and OBD with. From the 
total elapsed timing for each epoch as shown in figure 4 , it is observed that maximum time of 6,345 seconds is 
consumed by epoch1, and minimum of 3,132 seconds are consumed by epoch 10. Mean Square Error (MSE) for 
each genre before applying CSO and OBD is shown in figure 5. The lowest of MSE of 0,159.

Figure 2. Classification report before applying CSO and OBD

Figure 3. Confusion matrix before applying CSO and OBD

Figure 4. Total elapsed time for each epoch before CSO and OBD
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Figure 5. MSE for each music genre before CSO and OBD

After CSO OBD - The ANN model is fitted with CSO, and model is run. The sensitivity of each neuron is noted 
and any neuron with a sensitivity value less than 0,03 is pruned from the ANN. Table 4 shows the details of 
sensitivity value and pruning decision applies on each neuron.

Table 4. Neuron sensitivity with pruning decision

Neuron No. Initial Position Initial Weights (w1, 
w2, w3)

Initial 
Bias Sensitivity Pruned 

(Yes/No)

1 [0,1, 0,2, 0,3] [0,4, -0,1, 0,8] 0,03 -0,024 Yes

2 [-0,3, 0,5, 0,2] [-0,2, 0,7, -0,1] -0,05 0,042 No

3 [0,6, -0,1, 0,7] [0,9, 0,6, 0,4] 0,07 0,048 No

4 [0,2, -0,1, 0,5] [0,6, 0,4, -0,3] -0,01 0,008 Yes

5 [0,3, -0,4, 0,6] [0,1, 0,5, -0,2] 0,05 -0,012 Yes

6 [0,4, 0,3, -0,1] [0,2, -0,2, 0,5] -0,03 0,035 No

7 [-0,2, 0,6, 0,1] [0,2, -0,3, 0,7] 0,01 0,015 Yes

8 [0,7, 0,1, -0,3] [-0,2, -0,5, 0,4] -0,04 0,043 No

9 [0,6, -0,3, 0,1] [0,5, 0,2, -0,7] 0,05 -0,012 Yes

10 [-0,3, 0,4, -0,2] [0,1, 0,2, -0,4] -0,04 0,021 Yes

11 [0,4, 0,1, -0,6] [-0,3, 0,7, 0,2] -0,05 0,032 No

12 [-0,1, -0,3, 0,5] [0,6, 0,2, -0,4] 0,02 -0,008 Yes

13 [0,3, 0,5, -0,2] [0,2, -0,4, 0,6] -0,04 0,032 No

14 [0,1, 0,2, -0,3] [-0,4, 0,6, -0,2] 0,02 -0,028 Yes

15 [0,7, 0,2, -0,4] [0,3, -0,1, 0,2] 0,04 -0,012 Yes

Figure 6. OBD Optimized pruned ANN
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Figure 7. Classification report after applying CSO and OBD

Figure 8. Confusion matrix after applying CSO and OBD

Figure 9. Elapsed time for each epoch after CSO and OBD

Figure 10. MSE of each genre after CSO and OBD
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The final dual-optimized architecture of the proposed model consists of 10 input neurons, 6 hidden neurons 
with highly sensitive value which can effectively contribute to the training process. Figure 6 shows highly 
optimized pruned ANN after applying OBD. Figure 7 shows the classification report where it is observed the 
precision, recall and f1-score of each genre improved to the highest rate of 99 % for few genres as shown in 
figure 6. Also, improved average accuracy of 98 % is obtained. Figure 8 shows the confusion matrix with an 
increase in True Positive rate for every music genre. Figure 9 shows the total elapsed time of each epoch with 
an approximate fifty percent reduction of processing time in each epoch with the lowest of 1,666 seconds. 
Figure 10 shows MSE values of each genre after CSO and OBD. The lowest MSE of 0,0395 is obtained. The MSE 
of each genre is reduced in comparison with the MSE before applying CSO and OBD.

DISCUSSION
Comparative Analysis of Results - figure 11 shows the graph of comparison of elapsed time of each epoch 

before and after CSO and OBD. Figure 12 shows the bar chart of MSE of each genre before and after CSO and 
OBD. MSE of each genre decreased after applying CSO and OBD. This is clearly seen in the graph. Figure 13 
shows the accuracy graph of ANN before and after applying CSO and OBD. It is observed that accuracy of ANN 
after CSO and OBD increased to 98 %. The comparison of validation loss before and after applying CSO and 
OBD is shown in figure 14. The loss decreased to the lowest of 0,02 after applying CSO and OBD. The proposed 
model is also tested with GTZAN dataset, Indian Music Genre (IMG) dataset, Hindustan Music Rhythm (HMR) and 
Tabala Dataset. The model gave accuracy of 98,34 %, 98,23 %, 98,65 % and 98,41 % respectively. This proves the 
efficiency of the developed model being suitable to apply to any music genre classification.

Figure 11. Graph showing elapsed time before and after applying CSO and OBD

Figure 12. Chart showing comparison of MSE of each genre before and after applying CSO and OBD

Salud, Ciencia y Tecnología – Serie de Conferencias. 2024; 3:805  12 

https://doi.org/10.56294/sctconf2024805


Figure 13. Graph showing accuracy before and after CSO and OBD

Figure 14. Graph showing loss before and after CSO and OBD

The Advanced Dual-Optimized Neural Network Model with Integrated CSO (Cat Swarm Optimisation) and OBD 
(Optimal Brain Damage) for Precise Classification and Prediction of North Indian Light Classical Music Genre has 
improved accuracy and efficiency. The classification accuracy of 98 %, which is a considerable improvement over 
the prior performance of 95 % without CSO and OBD, demonstrates the effectiveness of the dual optimisation 
technique. The network architecture has been greatly improved by the combination of CSO and OBD. A more 
robust optimisation process has been made possible by CSO’s capacity to replicate the hunting behaviour of cats. 
This has helped to obtain the global maximum and fine-tune the model parameters—both of which are essential 
for getting the best classification accuracy. After OBD implementation, the number of neurons decreased from 
11 to 6, indicating a more simplified model that prioritises keeping only high-sensitivity neurons that are 
essential for precise categorization. This reduction enhances performance speed and predicted accuracy by 
highlighting the model’s capacity to rank pertinent information in a way that maximises computing efficiency.

Table 5. Comparison with previous models

Sl. No. Model Used Accuracy

1 Deep Neural Network(1) 93,50 %

2 Biological Neural Network(2) 92,10 %

3 Deep Learning(4) 91,80 %

4 Convolutional Neural Network(9) 90,20 %

5 Recurrent Convolutional Neural Network(18) 89,70 %

6 Particle Swarm Optimization 87,50 %

7 Bat Swarm Optimization 88,30 %

8 Ant Swarm Optimization 86,90 %

9 DONN with CSO and OBD (current work) 98,00 %
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The suggested framework’s superiority is confirmed by comparison with earlier models, demonstrating its 
effectiveness in correctly classifying musical genres as shown in table 5.

CONCLUSIONS
The combination of OBD and CSO methods emphasises how flexible the model is to the nuances of North 

Indian Light Classical Music categorization. The observed gains show potential for wider applications in 
music genre classification in addition to validating the usefulness of the suggested approach. Subsequent 
investigations could examine how well the model fits other musical cultures, which could provide light on 
cross-cultural music analysis. The tested dual optimization approach developed in this research can be utilized 
for any other application to improve the performance of ANN model. To sum up, the results show that CSO 
and OBD collaborated well in order to attain precise categorization and prediction within the North Indian 
Light Classical Music genre. Its application of dual optimisation strategies, which prioritises high-sensitivity 
neurons and makes use of CSO’s assistance in reaching the global maximum, marks a major advancement in 
computational musicology and paves the way for the development of more accurate and efficient algorithms 
for tasks involving genre classification.
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