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ABSTRACT

Introduction: educational data analysis with data mining techniques for enhanced learning is increasing. 
Voluminous data available through institutions, online educational resources and virtual educational courses 
could be useful in tracking learning patterns of students. Data mining techniques could be helpful for 
predicting students’ academic performance from raw data. Conventional Machine Learning (ML) techniques 
have so far been widely used for predicting this. 
Methods: however, research available on the Convolutional Neural Networks (CNNs) architecture is very 
scarce in the context of the academic domain. Therefore, in this work a hybrid CNN model involving 2 
different CNN models for forecasting academic performance. The one-dimensional data is converted into 
two-dimensional equivalent to determine efficiency of the hybrid model which is subsequently compared 
with many existing. 
Result: the experimental results are evaluated using various performance metrics like precision, accuracy, 
recall and F-Score.
Conclusion: the proposed hybrid model outperforms-Nearest Neighbour (K-NN), Decision Trees (DTs), and 
Artificial Neural Network (ANN) in terms of precision, accuracy, recall and F-Score.

Keywords: Student, Academic Performance; Educational Data Mining (EDM); Convolutional Neural Networks 
(CNNs).

RESUMEN

Introducción: el análisis de datos educativos con técnicas de minería de datos para mejorar el aprendizaje 
está aumentando. La gran cantidad de datos disponibles a través de instituciones, recursos educativos 
en línea y cursos educativos virtuales podrían ser útiles para rastrear los patrones de aprendizaje de los 
estudiantes. Las técnicas de minería de datos podrían resultar útiles para predecir el rendimiento académico 
de los estudiantes a partir de datos sin procesar. Hasta ahora, las técnicas convencionales de aprendizaje 
automático (ML) se han utilizado ampliamente para predecir esto.
Métodos: sin embargo, la investigación disponible sobre la arquitectura de redes neuronales convolucionales 
(CNN) es muy escasa en el contexto del dominio académico. Por lo tanto, en este trabajo se utiliza un modelo 
CNN híbrido que involucra 2 modelos CNN diferentes para pronosticar el rendimiento académico. Los datos 
unidimensionales se convierten en equivalentes bidimensionales para determinar la eficiencia del modelo 
híbrido que posteriormente se compara con muchos existentes.
Resultado: los resultados experimentales se evalúan utilizando varias métricas de rendimiento como 
precisión, exactitud, recuperación y F-Score.
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Conclusión: el modelo híbrido propuesto supera al vecino más cercano (K-NN), los árboles de decisión (DT) y 
la red neuronal artificial (ANN) en términos de precisión, exactitud, recuperación y puntuación F.

Palabras clave: Estudiante; Rendimiento Académico; Minería de Datos Educativos (EDM); Redes Neuronales 
Convolucionales (CNN).

INTRODUCTION
Every student is an asset to educational institutions, as they want them to excel academically.(1) Good 

academic grades help students secure admissions in prestigious institutions and find high paid jobs. Grade Point 
Average (GPA) of high school students determine the college they will enter and their financial prospects.(2) 
Data mining could be utilized to forecast students' performance by analysing the available data.(3,4) 

Extraction of information from large amount of raw data could be applied in areas like stock markets, 
manufacturing, engineering, healthcare, bioinformatics, remote sensing, business and fraud detection in 
addition to educational sector.(5,6) Because of the increasing trend in the usage of VR systems, ipads, tablets, 
laptops and mobiles among the students, data acquisition has become easier. Educational Data Mining (EDM) 
is very useful in extracting information from the unprocessed data available in educational institutions.(7) EDM 
is capable of extracting hidden information in the raw data. This helps in the prediction of pass or fail rate of 
students precisely. 

Student-related data are of great interest to researchers as they could be utilized to forecast students' 
performance of students, percentage of dropouts, finding deviations in student actions and examining their 
activities psychologically.(8,9) By making suitable predictions, the performance of student may be improved by 
enabling the teachers, parents as well as students themselves to get involved in remedial actions.(10)

This research work focuses on improving students’ academic performance which is impacted by 
demographics, psychological, personal, educational background as well as environmental impacts. By using 
data mining, EDM(11,12) helps in finding the association amid parameters and academic performance of student. 
Student information includes features related to assessment, personal, registration etc.,Convolutional Neural 
Network (CNN) determines hidden layer features automatically, eliminating distinct feature extractions as 
seen in traditional ML methods. CNN is used in image classification as well as object detection.A hybrid model 
including 2 separate CNN models involving 2D data is used for forecasting performances of students. The 
efficiency of the suggestedtechnique is compared K-Nearest Neighbour (KNN), Decision Tree (DT) and Artificial 
Neural Network (ANN) to compare performance of model based on precision,accuracy, recall and F-Score.

In this paper, numerical one dimensional data is converted to its corresponding two dimensional form for 
hybrid model’s utilization which are used in EDM by combining dual CNN models. The efficiency of the suggested 
techniqueis analysed and compared with standard models. Due to CNN's effective processing, one-dimensional 
numerical data is transformed into two-dimensional data. In the EDM domain, a hybrid CNN model is produced 
using CNN models with varying counts of convolution and pooling layers.

The sections are organised as discussed below. Section 2 gives a detailed view of work done by various 
authors related to student performance analysis. Section 3 gives an overview of existing models. The suggested 
structure is fully described in Section 4. In Section 5, the results are explained, while Section 6 explains the 
conclusion. 

Related work
Here, the existing works related to student academic performance are detailed.
Helal et al.(13) conducted a study that produced diverse classification models for envisaging performances 

of students based on the data gathered from Australian university which includes details related to student 
enrolments, activity data from Learning Management System (LMS). Student heterogeneity is considered 
in building predictive models. Students with various socio-demographic traits or learning preferences will 
draw motivation for learning from various sources. The identification of vulnerable pupils is more precise. No 
approach outperforms others in all categories, according to studies.

In the study by Francis et al.(14), a prediction algorithm is designed for assessing student’s academic 
performance based on classification as well as clustering schemes. The scheme is analysed with diverse student 
datasets of several academic disciplines of educational institutions in Kerala, India. It is seen that features 
related to academics, behaviour, demographics etc. Are taken for analysis. It is seen that the hybrid scheme 
offers improved accuracy related to academic performance.

Beaulac et al.(15) have built 2 classifiers using Random Forests (RFs). First 2 semesters are used for predicting 
and determining whether they are eligible for getting an undergraduate degree. The major of a student 
who has finished a program is determined using few initial courses they have registered. Classification tree 
is an instinctive and dominant classifier, and constructing a RF develops this classifier. RFs permit reliable 
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measurements which detail which variables can be useful to classifiers and may be used for understanding what 
is statistically linked to students’ states. They offer useful information for university administrations.

Tsiakmaki et al(16) have examined the efficacy of Transfer Learning (TL) from Deep Neural Networks (DNNs) 
for forecasting student performances in higher education. Building predictive models in EDM using TL methods 
are not extensively studied. Hence, several experiments were conducted using data from 5 mandatory courses 
of 2 undergraduate programs. The scheme enables accurate prediction of students who tend to fail, given that 
student datasets of who have taken up other associated courses are accessible.

It is essential to control factors that have an impact on how the material is learned. A collection of machine 
learning techniques were applied by Rivas et al.(17) on a publicly available dataset made up of tree models with 
various ANN kinds. The frequency with which students use the VLE's materials is thought to have an impact on 
how well they achieve. At the University of Salamanca, 120 master's degree candidates in computer engineering 
participated in this study.

Yousafzai et al.(18) examined attention-based Bidirectional LSTM (BiLSTM), a Deep Neural Network (DNN) 
model, to proficiently envisage performances of students from past data. BiLSTM is linked with attention scheme 
model by examining present research issues that are constructed on advanced feature classification as well as 
prediction. The superior sequence learning abilities of the proposed scheme offers improved performance in 
contrast to standard schemes. 

Dabhade et al.(19) presented a study that entailed assessing the results of student learning. The institution's 
academic department and a questionnaire-based survey were used to create a data collection. To eliminate 
dimensionality from the data and retrieve the majority of the important characteristics, the data is pre-
processed before factor analysis is applied to the resulting data set. To create better predictions, the linear 
support vector regression approach is applied.

Baashar et al.(20) have examined and surveyed literature related to ANN schemes used in forecasting students’ 
academic performance especially higher education. ANNs can combine data analyses and data mining schemes 
for evaluating results of educational achievements. Patterns were not identified concerning selection of input 
variables as they are based on study and data availability. 

Existing models
In this section, the details of some of the existing models(21) to classify data are detailed.

K-Nearest Neighbour (KNN)
K-Nearest Neighbour (K-NN) is a basic but vital Supervised Learning (SL)-based classification algorithm. It 

finds its application in several areas like pattern identification, data mining as well as intrusion detection. No 
distribution of data assumptions is made. With training data, coordinates are classified into groups found by a 
feature. The majority class label defines the label of a data point amid nearest ‘k’ neighbours in feature space.(22)

Efficient choice of ‘K’ while building the model plays a dominant role. Choosing an optimal value for ‘K’ 
is challenging. Smaller value means that noise has greater influence on the outcome. This leads to increased 
probability of overfitting. A larger value makes it computationally costly as it involves more time for building 
the model. Larger value will support smoother decision boundary offering reduced variance but increased bias. 
An odd value of ‘K’ is advisable for even number of classes. Elbow method can be applied to choose the value 
of ‘K’. Results may be optimised using Cross Validation scheme. 

Decision Tree (DT)
Decision Tree (DT) is a SL method which is non-parametric. It plays a dominant role in classification and 

regression. It aids in predicting predicts target variable’s value by learning decision rules determined from 
features [23]. The internal nodes represent attributes, branches show decisions or collection of rules, whereas 
leaves indicate output. Leaves offer outputs of judgments and do not facilitate any branching, whereas nodes 
are involved in making judgments. The decisions are taken based on features of given database. It involves 
questions and separates trees into respective sub-trees depending on response that is yes or no. DTs imitate 
human thinking abilities while making choices, enabling them to be simple in interpretation.

Artificial Neural Network (ANN)
ANN(24) involves artificial neurons called units which are organised as a sequence of layers which establish 

whole ANNs. They mimic a network of neurons in human brain enabling systems to comprehend things and 
take decisions like humans. The layers may have varying number of units based on the system complexity. The 
network has an input, output and hidden layers. Data which has to be analysed is fed to input layers and it 
passes through many hidden layers which transform inputs compatible for output layers which offer responses 
to given inputs. 

Units are interconnected between layers. These connections come with weights which find the impact of 
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one on another unit. As data moves from a unit to another, the Neural Network (NN) learns about data that 
results in output at the output layer. They are trained using training sets. ANN is used for classifying data and 
the output obtained is validated by human-generated description. In case classification is incorrectly done, 
back-propagation is applied to regulate whatever is learnt while training. It fine-tunes the connection weights 
in ANN units depending on obtained error rate. This continues until the network recognizes an image or data 
with reduced amount of error rates. 

Enhanced cnn-based model
Here, the details of the dataset used, data pre-processing and representation and the process of classification 

using hybrid model is presented (Figure 1).

Figure 1. Proposed Model

Dataset
Open University Learning Analytics Dataset (OULAD) is used in this research(25) It includes data of 32 593 

students studying in 22 Open University courses during 2013 and 2014. The database includes 7 diverse files. 
Data on the modules taught are included in the course file. The assessment file includes data associated with 
various assessments for every module. Virtual Learning Environment (VLE) file includes data about materials in 
VLE.

 • Student info: Contains data related to student demographics
 • Student Registration: Includes in formation associated with students registered/unregistered for 

courses
 • Student Assessment: Includes assessment results
 • Student Vle: Includes information associated with the student’s involvement in VLE materials 

The above provided files are processed to make the dataset ready.

Data Pre-processing
The 7 files are processed using Python platform and a single .csv file including demographic information, 

assessments, final results and day-to-day interactions with university VLE are produced. Around 3024 records 
were under distinction, 12 361 represented pass cases, while 7 052 shown fail and 10 156 records signified 
withdrawn cases. To support binary classification, first 2 and second 2 cases are combined. Categorical variables 
are converted to numbers saved in datasets by applying one-hot encoding on categorical variables.

Data Representation
Once encoding is done, the dataset with records of 32 593 students is obtained. AhybridCNN model is used 

in this work. The data given as input is in 1D format which is to be transformed to 2D that is appropriate for 
proposedframework. Once categorical values are modified to numerical ones, around 35 numerical features 
are identified. Every row is based on the number of features. To transform into 2D, zero padding is done for 
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increasing the number of features to 40. A 2D matrix of size 8x5x1 is constructed. Once zero padding is done, 
reshaping is done such that every array of size 40 is transformed to 8x5x1 size matrix. The 2D representations 
of 32 593 students are obtained. 

Proposed CNN-based Model
Initially, the dataset to be used (OULAD) is decided. Secondly, the data is pre-processed. Then the 1D data 

is converted to 2D form. A hybrid CNN model is built. Student performance is predicted which includes pass or 
fail. Lastly, performance is compared with some baseline models.

Two dissimilar CNNs with varying number of layers is proposed. Assume that 1 has 6 layers and the other 5 
layers before dense layers.

A layer of input serves as the model's foundation, and it has the dimensions RC1. The open convolutional 
layer of the first model is then given the input. A group of characteristics are defined by this class. A feature 
map is produced by applying the filter to the 2D data and then convolves with inputs. There are several hyper-
parameters for this class. It is specified how many filters there will be, their sizes, and the stages at which they 
will be drawn on the 2D data. The outputs of classes range from (1) to (3).

Where: 
Str- Stride step 
N - Number of filters 
-Filter size
R - Row of 2D data
C – Column of 2D data
In case if Str=1, then filters are moved pixel by pixel. This layer has 64 filters of size 3x3 with ‘Fs’ ‘one’. The 

output is of size 6×3×64.
The pooling layer is the next layer. It drops the size of input without dropping any information. For size 

reduction either average pooling or max pooling are applied. Pooling is achieved with 2x2 patches with stride 
2. Thepooling layer’s output is given below.

Max pooling applied on input for initial pooling layer 6x3x64. The output is 3x1x64 with ‘Fs’ of 2. The next 
layer is again a convolution layer with 32 filters of size 1x1. The output is of size 3x1x32.

The next layer is another convolutional layer with 8x1x1 filters. The output is of size 3x1x8.
The feature map is sent to next layer, where flattening is performed on input to convert it into one layer 1D 

vector of size 24. This is sent to fully connected layer.
The input 8x5x1 2D input is employed to convolutional layer, with 32 filters of size 3x3 and a ‘Fs’ of 1. The 

feature map of second layer is of size 6x3x32 . The max-pooling layer is of size of 2x2. Output of next layer is 
3x1x32. The fourth layer is a convolution layer, the output of size 3x1x32 and next layer is the flattening layer 
that offers lengthier 1D vector of length 24.

The models are concatenated and output of concatenating layer includes a vector of length 48 is sent to 
fully connected layers where dual dense layers are used. A dense layer involves neurons on input side connected 
to those on the output side.

The dense layer offers an output of 1D vector of size 8. Eight input neurons and two output neurons make up 
the last dense layer. The eventual outcome is compared to the initial label to ascertain how well the forecast 
was made.

The input signal's non-linear transformation is supported by the activation function. The model's dense initial 
layer and convolution layers both employ ReLU. The formula is as y = max(0,x). It changes negative feature map 
values to 0 (zero). The input signal is given nonlinearity in the last dense layer via sigmoid activation function.

The learning algorithm of hybrid CNN is listed below.
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 • Reform every input into 2D to get an input of size R x C x D
 • Convolutional Layer: Define ‘N’, ‘Fs’ and ‘Str’ and determine the feature map of size of RCon X CCon 

X DCon (Eqns (1) to (3)).
 • Pooling Layer: Feature map (RCon X CCon X DCon) is given as input. Define ‘’ and ‘’ and determine 

output of size of RPool X CPool X DPool (Eqns (4) to (6)).

 • Convolutional layer: Define ‘’, ‘’ and ‘’ and determine the feature map of size of RCon2 X CCon2 X 
DCon2, where:

 • Convolutional Layer: Define ‘N’, ‘Fs’ and ‘Srt’ and determine the feature map of size of RCon3 X 
CCon3 X DCon3,where:

 •

 • Flattened layer: Transform output of previous step to single-layer 1D vector 
 • Convolutional layer: Input is of size. Determine feature map with size of RCon4 X CCon4 X DCon4, where:

 • Pooling layer: Define ‘Fs’ and ‘Str’ and determine the output of size of RPool2 X CPool2 X DPool2,where: 

 • Convolutional layer: Define ‘N’, ‘Fs’ and ‘Str’ and determine the feature map of size of RCon5 X CCon5 
X DCon5,where:

 • Flattened layer: Convert output of previous step to single-layer 1D vector 
 • Fully-connected layer: Concatenate output from first flattened layer and fifth convolutional layer 

to generate 1D long vector and give as input to this layer
 • Dense layer: Define input and output neurons and pass outputs to subsequent dense layers
 • Dense layer: Define neuron outputs as counts of classes in dataset
 • Predict label and compute accuracy
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Results and Discussion
The dataset is divided into training test (70 %) and test set (30 %). Test data is used as validation data. Test 

losses as well as test accuracies imply validation losses as well as accuracies correspondingly. Parameter tuning 
is utilized to get better results.

Learning rate is considered to be in the range of 0 - 1 which is utilized in training data. It is used in 
controlling how fast model can adapt to the issue. Increased learning rate leads to rapidly converge to alow 
quality solution, whereas a low value leads the process in getting stuck. Increased accuracy is obtained at a 
learning rate of 0,01. 

The following formulae are used tocalculate performance indicators including values of precision, recall, 
F-scores, and accuracies:

Precisions are ratios of successfully recognised positive observations to total anticipated positive observations 
and computed using.

Proportions of properly detected positive observations to all observations called sensitivity and computed 
using:

Weighed averages of accuracies and recalls yield F1 scores where false positives and negatives are accepted 
and accuracy computed using positive and negative values:

Accuracy is calculated in terms of positives and negatives as follows:

Learning curve becomes flat for increased learning rates. The model is not capable of learning at increased 
learning rate. Test loss and test accuracy are displayed in table 1 for varying learning rates.

Table 1. Test Loss and Test Accuracy for Varying Learning Rates

Learning Rate Test Loss Test Accuracy

1 7,23 56

1x 10-1 1,67 67

1 x 10-2 0,98 79

1 x 10-3 0,74 93,5

1 x 10-4 0,52 83

Different number of epochs is used for determining accuracy of model. Test losses and test accuracies are 
displayed in table 2 for varying number of epochs.

Table 2. Test loss and Test Accuracy for Varying Number of Epochs

Number of Epochs Test Loss Test Accuracy

20 0,49 78

50 0,37 83

100 0,35 87

200 0,29 89

400 0,29 88

600 0,28 88
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An increased Accuracy of 89 % is obtained for 200 epochs. Test loss increased with the number of epochs due 
to over fitting. As the test loss starts increasing, it is advisable to stop training. This is known as early stopping 
criteria.

The model's effectiveness is contrasted with existing models which include KNN, DT and ANN. KNN, ANN and 
DT offers 14,7 %, 10,7 % and 3,9 % lesser Accuracy in contrast to the proposed Hybrid CNN model (Figure 2).

Figure 2. Accuracy

Figure 3. Precision

KNN, ANN and DT offers 11,4 %, 8,2 % and 4,6 % reduced Precision in contrast to the proposed Hybrid CNN 
model (Figure 3).

KNN, ANN and DT offers 17 %, 11 % and 7,3 % lesser Recall in contrast to the proposed Hybrid CNN model 
(Figure 4).

KNN, ANN and DT offers 15 %, 10,8 % and 5,7 % reduced F-Score in contrast to the proposed Hybrid CNN 
model (Figure 5).
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Figure 4. Recall

Figure 5. F-Score

CONCLUSION
Deep learning-based methods are used for predicting student academic performance using OULAD dataset.  

1D data was converted to 2D data by reshaping data using 40 features. A hybrid model was built using 2 CNNs 
with varying convolutional and pooling sizes. Performance is evaluated against reference models. Different 
learning rates were used, and a learning rate of 0,001 resulted in the greatest accuracy. The proposed model 
is 93,5 % accurate. EDM aids in the extraction of hidden information from raw data as well as the analysis and 
prediction of student success. The hybrid CNN framework that has been presented can forecast whether a pupil 
will succeed or fail. To ensure that EDM can learn, the suggested model may be used with big picture data sets. 
We will be able to observe how our approach impacts other performance indicators, such as kappa, sensitivity, 
etc. in the future. In this study, we did not look at how individual traits affect academic success; however, this 
is something we intend to do in the future. Explainable AI is an intriguing subject that may be tackled in the 
future, despite the limited size of our data collection. Smaller data sets are most suited for explainable AI. The 
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current study illustrates how educational institutions may utilise CNN architecture to forecast student learning 
results and implement sensible student assistance measures.
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